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The New Normal: Compute is not keeping up with data explosion

The end of scaling at just the wrong time é

8B
people

20B
mobile devices

100B
social infrastructure apps
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Large volumes of data, lower Cost, high latency
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HPC and Big Data technology context and The Machine

Critical for our future 
infrastructures
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DRAM

Reaching the physical limits of charge storage
Non-Volatile memories ïforms of memristor (Type 4)

3D Flash PCRAM STTRAMRRAM HMC

Disruption #1: Non-volatile memories

3D Flash

NVM and high speed memories are critical for extreme computing 



Predicted 1971

Leon Chua

U.C. Berkeley

Reduced to practice 2008

R. Stanley Williams

HP Laboratories
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The memristor: 4th fundamentalcuircuitelement



Disruption #2 : Photonics
Photonics

Need 1000X
improvment

FLOPS will cost less
power than on-chip

data movement 10^18 ops
*

1Byte/ops
=

10^19bits
*

1pj / bit
=

10MWatt

Katharine Schmidtke, Finisar

�¾ultra low energy
�¾low uniform latency
�¾high bandwidth
�¾low cost


